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Abstract

Physics depends on "physical intuition", much of which is formulated in terms of Mathematics. Mathematics itself depends on Logic. The paper presents three latest novelties in Logic which have major consequences in Mathematics. Further, it presents two possible significant departures in Mathematics itself. These five departures can have major implications in Physics. Some of them are indicated, among them in Quantum Mechanics and Relativity.

0. Methodological Preliminary

Physics, doing Physics, research in Physics, is according, at least to physicists, based far above all on that most miraculous and mysterious "physical intuition" to which, of course, only and only physicists may ever be privy, if anybody at all ...

Logic, well, quite everybody this side of the fences of certain institutions which need not necessarily be named here, does take into consideration. After all, we have been doing so quite often and in a variety of human ventures for ages, being made aware of that fact, as far as we know, as long ago as Aristotle in ancient Greece, more than two millennia back ...

And then, as if out of the blue, came Newton ...
And for the first time ever, and since then also for the last time, he created a whole new Mathematics of unprecedented greatness and importance, the Calculus, in order to be able to introduce his Classical Mechanics which has turned into the foundation of modern technology.

Yet ever since, and seemingly more and more in our times, physicists do their best to get away with as little Mathematics as possible, let alone create any kind of Mathematics which would come more near to its present day relevance to that of Calculus in Newton’s time ...

One single exception in this regard, however not quite on the scale of Newton, is the research started recently in the so called "n-Category Theory", a research inspired and
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initiated by certain physicists involved in quantum foundations. A remarkable feature of that mathematical theory is that it is a far reaching generalization and enrichment of the nearly seven decades old and well established mathematical Category Theory. Yet, it was not initiated by mathematicians, let alone by category theorists among them, but as mentioned, by a few physicists in quanta. As it happens however, n-Category Theory opens up such immense realms of richness and complexity in structures which at present seem to be too new in order to be easily treatable ...

Here therefore, we may have a good indication of how deep and involved indeed may be the realm of quanta ...

Let us, therefore, summarize:

- Physics, either we like it or not, depends essentially on Mathematics.

- Mathematics, somewhat unknown to many of its practitioners, depends essentially on the specific Logic employed which need not be the usual antique one of Aristotle.

- Thus Physics, no less surprising for physicists, depends essentially on the specific Logic employed.

As for the essential dependence of Physics on Mathematics, that was already pointed out a generation prior to Newton, when Galileo stated that the book of nature is written in the language of Mathematics. As it happened, in the time of Galileo not much Mathematics was known, and he himself, in spite of his mentioned deep understanding of the role of Mathematics in the study of Nature, did hardly contributed to its further development, and certainly not anywhere near to the contribution of Newton.

Nearer to our own times, in 1960, the Noble Laureat in Physics, Eugene Wigner, published a remarkable paper, entitled “The unreasonable effectiveness of Mathematics in the Natural Sciences”, Communications on Pure and Applied Mathematics, Volume 13, Issue 1, pages 1-14, February 1960. As it happened however, hardly any more serious consideration, let alone followup of the ideas in that paper occurred in the more than half a century since its publication ...

In the sequel, no less than three major departures in Logic will briefly be reviewed in sections 2, 3 and 7. And in addition, so will be two possible not yet used, but already existing openings in Mathematics in sections 4 and 5. And as mentioned, we may in view of that face the possible benefit of the possibility of no less than five openings in Physics ...

The first four of these departures were earlier presented in [9], while the fifth one has recently been introduced in [10].
1. Two Taboos and a Bondage form Ancient Times, plus a Modern Omission

Logic, as is well known, is at the basis of Mathematics. Two ancient taboos in Logic are:

- no contradictions
- no self-reference

The reason for the first taboo seems so obvious as not to require any argument. The reason for the second taboo is known at least since ancient Greece and the Paradox of the Liar, with its modern version being Russell’s paradox in Set Theory.

In Mathematics, the ancient bondage is the tacit acceptance of the Archimedean Axiom in Euclidean Geometry. The consequence is that the geometric line is coordinatized, ever since Descartes, by the usual field $\mathbb{R}$ of real numbers. And as is well known, this is the only linearly ordered complete field that satisfies the Archimedean Axiom. Amusingly, this uniqueness result has often been interpreted as an impressive justification of the identification between the geometric line and $\mathbb{R}$, thus preempting any considerations for other possibilities of coordinatization of the geometric line. Consequently, the elementary fact is completely missed that this uniqueness does not happen because of certain seemingly fortunate mysterious reasons, but it is merely a direct consequence of the Archimedean Axiom.

As for the modern omission, it is in disregarding the fact that the n-dimensional Euclidean space $\mathbb{R}^n$ is not only a module over the field $\mathbb{R}$ of real numbers, but it has a considerably more rich structure of module over the non-commutative algebra $\mathbb{M}^n$ of $n \times n$ matrices of real numbers.

2. No More ”No-Contradictions” ...

As seen in [1] and the literature cited there, recently, logical systems which are inconsistent have been introduced and studied. In this regard, quite unobserved by anybody, we have during the last more than six decades been massively using and relying upon such systems, ever since the introduction of digital electronic computers. Indeed, such computers, when seen as dealing with integer numbers, are based on the Peano Axioms, plus the following one:

- There exists a positive integer $M >> 1$, such that $M + 1 \leq M$. 
This \( M \), usually larger than \( 10^{100} \), is called ”machine infinity” and, depending on the particular computer, is the largest positive integer which that computer can rigorously represent.

Clearly, however, the above axiom is inconsistent with the Peano Axioms.

Nevertheless, as the more than six decades long considerable experience in using digital computers shows it, we can quite safely use and rely upon the trivially inconsistent axiom system upon which all digital computers are inevitably built.

3. No More ”No-Self-Reference” ...

The issue of self-reference is far more subtle and involved, and its roots appear to go back to prehistoric times. Indeed, anthropologists argue that three of the fundamental issues preoccupying humanity from time immemorial are change, infinity and self-reference. As for the latter, its importance may further be illustrated by the fact that in the Old Testament, in Exodus 3:14, it stands for no less than the self-proclaimed name of God which is ”I Am that I Am” ...

A brief introduction, as well as the most important related literature can be found in [6], while an instructive simple application is presented in [5].

4. Non-Archimedean Mathematics : Reduced Power Algebras and Fields

The way space, and also time, are - and have ever since ancient Egyptian Geometry as formalized by Euclid been - modelled mathematically is essentially centered on the usual common day to day human perspective. This, simplified to the one dimension of the geometric line, means among others that from any given point on the line one can reach every other point on that line after a finite number of steps of an a priori given size. It also means that, in one of the directions along such a line, there is one and only one ”infinity” which in some rather strange way is not quite on the line, but as if beyond it. And a similar, second ”infinity” lurks in the opposite direction. Furthermore, there cannot be smaller and smaller intervals of infinitesimal, yet nonzero length, just as much as there cannot be intervals with larger and larger infinite length.

On the other hand, modern Physics, with the advent of Cosmology based on General Relativity, and with the development of Quantum Field Theory, keeps massively - even if less obviously, and rather subtly - challenging the usual human perspective of space-time. And one of the consequences of not dealing seriously and systematically enough with that
challenge is the presence of all sorts of so called ”infinities in Physics”, among others in Quantum Field Theory. Also, the human perspective based structure of space-time cannot find ”space”, or for that matter ”time”, where the so called multiverses may happen to exist, in case the Everett, Tegmark, and similar views of the quantum world or cosmos at large would indeed prove to have sufficient merit.

As for the possible merit of the idea of multiverse in general, let us recall the following estimates, [15, p.76]. It is considered that the visible part of Cosmos contains less than $10^{80}$ atoms. On the other hand, practically useful quantum algorithms, such as for instance, for factorization by Shor’s method, may require quantum registers with at least $10^{500}$ states. And each such state must exist somewhere, since it can be involved in superpositions, entanglements, etc., which occur during the implementation of the respective quantum algorithm.

And then the question arises:

When such a quantum algorithm is effectively performed in a world with not more than $10^{80}$ atoms, then where does such a performance involving more than $10^{500}$ states happen ?

And yet amusingly, the ancient Egyptian thinking about the structure of space-time is so long and so hard entrenched that no one ever seems to wonder whether, indeed, there may not be other space-time mathematical structures that would be more appropriate for modern Physics.

Fortunately, as it happens, from mathematical point of view the situation can simply and clearly be described: the usual common day to day human perspective on the structure of space-time comes down mostly to nothing else but the acceptance of the Archimedean Axiom in Euclidean Geometry.

The surprisingly rich possibilities which open up once the Archimedean Axiom is set aside have been presented in certain details in [2-4,7,8], and the literature cited there.

5. Far Richer Module Structures for Space-Time

It is quite surprising that for so long the following simple yet highly consequential algebraic fact has mostly been overlooked although it can offer considerable theoretical advantages in several branches of Linear Mathematics, as well as in applications. Indeed, so far, it has been Linear System Theory the only notable exception where a full use of that algebraic fact could be noted, [14].
Let us start by considering any $n \geq 2$ dimensional vector space $E$ over some field $\mathbb{K}$. This means that the abelian group $(E, +)$ is a module over the unital commutative ring structure of $\mathbb{K}$, and for convenience, we shall consider it as customary, namely, a left module

\begin{equation}
\mathbb{K} \times E \ni (a, x) \mapsto ax \in E
\end{equation}

Let us now denote by

\begin{equation}
\mathbb{M}^n_{\mathbb{K}}
\end{equation}

the set of all $n \times n$ matrices with elements in $\mathbb{K}$, which is a noncommutative unital algebra. Given now a basis $e_1, \ldots, e_n$ in $E$, we can define the module structure

\begin{equation}
\mathbb{M}^n_{\mathbb{K}} \times E \ni (A, x) \mapsto Ax \in E
\end{equation}

by the usual multiplication of a matrix with a vector, namely, if $A = (a_{i,j})_{1 \leq i, j \leq n} \in \mathbb{M}^n_{\mathbb{K}}$ and $x = x_1 e_1 + \ldots + x_n e_n \in E$, with $x_1, \ldots, x_n \in \mathbb{K}$, then

\begin{equation}
Ax = (a_{1,1} x_1 + \ldots + a_{1,n} x_n) e_1 + \ldots + (a_{n,1} x_1 + \ldots + a_{n,n} x_n) e_n
\end{equation}

Let us at last recall the existence of the algebra embedding

\begin{equation}
\mathbb{K} \ni a \mapsto I_a \in \mathbb{M}^n_{\mathbb{K}}
\end{equation}

where $I_a$ is the $n \times n$ diagonal matrix with $a$ as the diagonal elements.

Obviously, for the one dimensional case $n = 1$, the module structures (5.1) and (5.3) are identical, and therefore, we shall not consider that case.

Two facts are important to note here, namely

- In view of the algebra embedding (5.5), the module structure (5.3) is obviously an extension of the original module structure (5.1).
- Since for larger $n$, the algebra $\mathbb{M}^n_{\mathbb{K}}$ is considerably larger than the field $\mathbb{K}$, it follows that the module structure (5.3) is considerably more rich than the vector space structure (5.1).

The above obviously can be reformulated in a coordinate free manner for arbitrary finite or infinite dimensional vector spaces $E$ over a given field $\mathbb{K}$. Indeed, let us denote by $\mathcal{L}_{\mathbb{K}}(E)$ the unital noncommutative algebra of $\mathbb{K}$-linear operators on $E$. Then we have

\begin{equation}
\mathbb{L}_{\mathbb{K}}(E) \ni A \mapsto Ax \in E
\end{equation}
the algebra embedding

\[ (5.6) \quad \mathbb{K} \ni a \rightarrow I_a \in \mathcal{L}_K(E) \]

where \( I_a(x) = ax \), for \( x \in E \).

On the other hand, by the definition of \( \mathcal{L}_K(E) \), we have the module structure

\[ (5.7) \quad \mathcal{L}_K(E) \times E \ni (A,x) \mapsto Ax \in E \]

And then again, in view of (5.6), the module structure (5.7) is considerably more rich than the vector space structure (5.1).

**Remark 5.1.**

In certain ways, the module structures (5.1) and (5.7) on a given vector space \( E \) are extreme. Indeed, in the latter, \( E \) can in fact be a cyclic module, [9-14], being generated by one single element. Namely, it is obvious that, in case for instance \( \mathbb{K} \) is the field of real or complex numbers, then the following holds

\[ \exists \ x \in E : \forall \ y \in E : \exists \ A \in \mathcal{L}_K(E) : y = Ax \]

Therefore, the issue is to find module structures on \( E \) which in suitably ways are intermediary module structures between those in (5.1) and (5.7).

And therefore, one can ask:

- Which may possibly be the intermediary module structures between those in (5.1) and (5.7), and what can usefully be done with such module structures on finite or infinite dimensional vector spaces?

In this regard, let us first briefly recall what is known related to module structures defined by rings, and not merely by fields. Further details in this regard can be found in [9-11], while for convenience, a brief schematic account is presented in Appendix 1.

Here it should be mentioned that by far most of what is known in this regard concerns the finite dimensional cases, more precisely, the finitely generated modules over principal ideal domains, such as for instance presented in [9-11].

However, even these simpler results have for more than four decades by now had fundamentally important applications in Linear System Theory, as originated and developed
by R E Kalman, see [12, chap.10] and the references cited there.

Amusingly in this regard, back in 1969, in [14], Kalman found it necessary to object to the fact that theory of modules over principal ideal domains had not yet penetrated the university curriculum, and attributed that failure to possible pedagogical constraints. As it happens, however, the same situation keeps occurring more than four decades later, and the reasons for it are not any more clear now than were decades ago ...

By the way, Kalman also mentions in [14] that as far back as in 1931, Van der Waerden, in [15], which was to become the foundational textbook for Modern Algebra, had consistently used module theory in developing Linear Algebra, thus obtaining an impressive presentation of canonical forms and other important related results. As for Bourbaki, [16], such a module theory based study of Linear Algebra was ever after to endorse in a significant measure, and also expand, the pioneering work in [15].

Nowadays, the fast and massively developing theory of Quantum Computation has as one of its crucial and not yet solved problems the measurement of the extent of entanglement, entanglement being widely considered as perhaps the single most important resource upon which the performance of quantum computers can a does so much outperform that of usual electronic digital ones. And the mathematical background within which quantum entanglement occurs is the tensor product of complex Hilbert spaces which contain the relevant qubits involved in entanglement.

So far, however, when studying quantum entanglement, the only structure considered on the Hilbert spaces $H$ involved in the respective tensor products has been that of vector spaces over the field $\mathbb{C}$ of complex numbers, and not also the far richer structure of modules over the unital noncommutative algebras $\mathcal{L}(H)$ of linear bounded operators on $H$.

As for how more rich that latter structure is, we can recall that for a practically relevant quantum computation one is supposed to deal with quantum registers having at least $n > 100$ qubits. Consequently, the respective Hilbert spaces $H$ resulting from tensor products may have dimensions larger than $2^{100}$, with the corresponding yet far larger dimensions of the algebras $\mathcal{L}(H)$.

Certain indications about the impact of studying tensor products, and thus entanglement, based on the mentioned richer structure of Hilbert spaces are presented in section 6 in the sequel.

Needless to say, the issue of studying tensor products of vector spaces with the respective vector spaces considered endowed with the far richer module structures mentioned above can as well have an interest beyond Quantum Computation, and also within the general theory of Tensor Products, a theory which, being well known for its considerable
difficulties, may possibly benefit from the introduction of such richer module structures, structures which in fact have always been there.

The number of major and long standing open problems in Linear Mathematics is well known, one of them being can the problem of invariant subspaces in Hilbert spaces. And again, the solution of this problem may possibly benefit from the consideration of Hilbert spaces $H$ not as mere vector spaces over the field $\mathbb{C}$ of complex numbers, but also as modules over the unital noncommutative algebra $\mathcal{L}(H)$ of linear bounded operators on $H$.

Let us now briefly review some of the relevant properties of modules over principal ideal domains. We recall that, for instance in [10, p. 10], right from the very beginning the importance of the structure theorem of finitely generated modules over principal ideal domains is emphasized due, among others, to its far reaching consequences.

Let $R$ be a unital commutative ring and $M$ an $R$-module. Here and in the sequel, we shall mean left $R$-module whenever we write simply $R$-module.

A vector space $M$ is a particular case of $R$-module, namely when $R$ is a field. And in case a vector space $M$ over the field $R$ has a finite dimension $1 \leq n < \infty$, then it has the following crucial property regarding its structure

\[(5.8) \quad M \simeq R^n = R \oplus \ldots \oplus R\]

where the direct sum $\oplus$ has $n$ terms.

The point in the structure result (5.8) is the following. If $R$ is a field, then $R$ itself is the smallest nontrivial $R$-module. Thus (5.8) means that every $n$-dimensional $R$-module $M$ is in fact the Cartesian product, or equivalently, the direct sum of precisely $n$ smallest nontrivial $R$-modules.

Let us now see what happens when $R$ is not a field, but more generally, a unital commutative ring. A classical result which extends (5.8) holds when the following two conditions apply:

\[(5.9) \quad R \text{ is a principal ideal domain, or in short, PID}\]

\[(5.10) \quad M \text{ is finitely generated over } R\]

The general structure result which extends (5.8) under the conditions (5.9), (5.10) is as follows, see Appendix 1

\[(5.11) \quad M \simeq R^n \oplus (R/(Ra_1)) \oplus \ldots \oplus (R/(Ra_r))\]
where $a_1, \ldots, a_r \in R \setminus \{0, 1\}$, with $a_i | a_{i+1}$, for $1 \leq i \leq r - 1$, and the above decomposition (5.11) is unique, up to isomorphism.

Again, the remarkable fact in the structure result (5.11) is the presence of the Cartesian product, or equivalently, the direct sum $R^s$ of $s$ copies of $R$ itself, plus the presence of $r$ quotient $R$-modules $R/(Ra_i)$, where each of the $R$-modules $Ra_i$ is generated by one single element $a_i \in R$.

The case of interest for us will be the following particularization of the general module structures (5.7).

Given any field $K$, let us consider the unital commutative algebra

\begin{equation}
K[x]
\end{equation}

of polynomials in $\xi$ with coefficients in $K$. As is well known, [9-14], this algebra is a principal ideal domain, that is, PID. Furthermore, we have the algebra embedding

\begin{equation}
K \ni c \mapsto c = c\xi^0 \in K[x]
\end{equation}

Now, for any given $A \in \mathcal{L}_K(E)$, we consider the module structure on $E$, given by

\begin{equation}
K[x] \times E \ni (\pi(\xi), x) \mapsto (\pi(A))(x) \in E
\end{equation}

that is, if $\pi(\xi) = \sum_{0 \leq i \leq n} \alpha_i \xi^i$, where $\alpha_i \in K$, then $\pi(A) = \sum_{0 \leq i \leq n} \alpha_i A^i \in \mathcal{L}_K(E)$, thus indeed $(\pi(A))(x) \in E$.

It follows that, in (5.14), we have taken

\begin{equation}
R = K[x]
\end{equation}

and

\begin{equation}
M = E
\end{equation}

hence (5.9), (5.10) are satisfied whenever $E$ is a finite dimensional vector space over $K$.

With this particularization, instead of the general situation in (5.7), we shall obtain the family of module structures depending on $A \in \mathcal{L}_K(E)$, namely
which obviously are still considerably more rich than the vector space structure (5.1), since the algebra \( K[\xi] \) is so much more large than the field \( K \), see (5.13).

It is indeed important to note that each of the module structures (5.14), (5.17) depends on the specific linear operator \( A \in \mathcal{L}_K(E) \), more precisely, these module structures are not the same for all such linear operators. Therefore, instead of the given single vector space structure (5.1), we obtain the class of considerably richer module structures (5.17).

And as seen in the next section, such a class of richer module structures can have an interest in the study of Quantum Computation, related to a better understanding of tensor products of complex Hilbert spaces, and thus of the all important resource given by entanglement.

We can conclude with the following clarification regarding the family of module structures (5.14), (5.17), [12, pp. 251,252]

**Theorem 5.1.**

Let \( E \) be a vector space over the field \( K \), and let \( A \in \mathcal{L}_K(E) \). Then \( E \) admits the specific \( K[\xi] \) module structure (5.14), (5.17).

Conversely, any \( K[\xi] \) module structure on \( E \) is of the form (5.14), (5.17), where \( A \in \mathcal{L}_K(E) \) is defined by

\[
(5.18) \quad E \ni x \mapsto (\pi_1(\xi))(x) \in E
\]

with the polynomial \( \pi_1(\xi) \in K[\xi] \) given by \( \pi_1(\xi) = \xi \).

**Remark 5.2.**

1) In Theorem 5.1. above the vector spaces \( E \) can be arbitrary, thus need not be finite dimensional over \( K \), or finitely generated over \( K[\xi] \).

2) Simple examples can show that decompositions (5.11) need not necessarily hold when the conditions (5.9), (5.10) are not satisfied. On the other hand, there is an obvious interest in more general decompositions of the form

\[
(5.19) \quad M \cong R^I \bigoplus \bigoplus_{j \in J} (R/(Ra_j))
\]
where $I$ or $J$, or both, may be infinite sets.
And clearly, the conditions (5.9), (5.10) are not necessary for such more general decompositions (5.19). Consequently, there can be an interest in finding sufficient conditions for decompositions (5.19), conditions weaker than those in (5.9), (5.10).

6. Entanglement and Modules over Principal Ideal Domains

In view of its considerable interest in Quantum Computation, let us see what happens with the entanglement property of wave functions of composite quantum systems when the respective finite dimensional component complex Hilbert spaces are considered not merely as vector spaces over the field $\mathbb{C}$ of complex numbers, but also with the far richer structure of modules over principal ideal domains.

Specifically, let $H$ be an $n$-dimensional complex Hilbert space which is the state space of a given number of qubits describing a certain quantum computer register. For starters, we consider the larger quantum computer register with the double number of qubits, thus given by the usual tensor product $H \otimes H$.

As is known, [16], this tensor product is an $n^2$-dimensional Hilbert space which results as a particular case of the following general algebraic construction.

Let $E, F$ be two complex vector spaces. In order to define the tensor product $E \otimes F$, we start by denoting with

\[(6.1)\quad Z\]

the set of all finite sequences of pairs

\[(6.2)\quad (x_1, y_1) \ldots (x_m, y_m)\]

where $m \geq 1$, while $x_1, \ldots, x_m \in E, y_1, \ldots, y_m \in F$. We consider on $Z$ the usual concatenation operation of the respective finite sequences of pairs, and for algebraic convenience, we denote it by $\gamma$. It follows that, in fact, (6.2) can be written as

\[(6.3)\quad (x_1, y_1) \ldots (x_m, y_m) = (x_1, y_1) \gamma \ldots \gamma (x_m, y_m)\]

that is, a concatenation of single pairs $(x_i, y_i) \in E \times E$. Obviously, if at least one of the vector spaces $E$ or $F$ is not trivial, thus it has more than one single element, then the above binary operation $\gamma : Z \times Z \rightarrow Z$ is not commutative.
Also, we have the injective mapping

\[(6.4)\quad E \times F \ni (x, y) \mapsto (x, y) \in Z\]

which will play an important role.

Now, one defines on \( Z \) the *equivalence* relation \( \approx \) as follows. Two finite sequences of pairs in \( Z \) are equivalent, iff

\[(6.5)\quad \text{they are the same}\]

or they can be obtained form one another by a finite number of applications of the following four operations

\[(6.6)\quad \text{permuting the pairs in the sequences}\]

\[(6.7)\quad \text{replacing a pair } (x + x', y) \text{ with the pair } (x, y) \gamma (x', y)\]

\[(6.8)\quad \text{replacing a pair } (x, y + y') \text{ with the pair } (x, y) \gamma (x, y')\]

\[(6.9)\quad \text{replacing a pair } (cx, y) \text{ with the pair } (x, cy), \text{ where } c \in \mathbb{C} \text{ is any complex number}\]

And now, the usual tensor product \( E \otimes F \) is obtained simply as the *quotient* space

\[(6.10)\quad E \otimes F = Z/\approx\]

According to usual convention, the coset, or the equivalence class in \( E \otimes F \) which corresponds to the element \((x_1, y_1) \gamma \ldots \gamma (x_m, y_m) \in Z\) is denoted by

\[(6.11)\quad (x_1 \otimes y_1) + \ldots + (x_m \otimes y_m) \in E \otimes F\]

and thus in view of (6.4), one has the following embedding

\[(6.12)\quad E \times F \ni (x, y) \mapsto E \otimes F\]

We note that in view of (6.9), the equivalence relation \( \approx \) on \( Z \) depends on the field \( \mathbb{C} \) of complex numbers, therefore, we shall denote it by \( \approx_{\mathbb{C}} \). Consequently, the usual tensor product \( \otimes \) in (6.10) also depends on \( \mathbb{C} \). In view of that, it will be convenient to denote this usual tensor product by
(6.13) \[ E \bigotimes_{\mathbb{C}} F \]

since in the sequel other tensor products are going to be considered.

Indeed, let, see Appendix 2

(6.14) \[ A \in \mathcal{L}_{\mathbb{C}}(E), \quad B \in \mathcal{L}_{\mathbb{C}}(F) \]

and let us consider the respective \( \mathbb{C}[\xi] \)-module structures (5.14), (5.17) on \( E \) and \( F \). Then the construction in (6.1) - (6.10) above can be repeated, with the only change being that, instead of (6.9), we require the condition

(6.15) replacing a pair \( (\pi(\xi)x, y) \) with the pair \( (x, \pi(\xi)y) \), where \( \pi(\xi) \in \mathbb{C}[\xi] \) is any polynomial in \( \xi \), with complex coefficients

Here we note that the operation \( \pi(\xi)x \) takes place in the \( \mathbb{C}[\xi] \)-module \( E \), and thus in view of (5.14), (5.17), it depends on \( A \). Similarly, the operation \( \pi(\xi)y \) takes place in the \( \mathbb{C}[\xi] \)-module \( F \), and hence it depends on \( B \).

Therefore, the resulting equivalence relation we denote by \( \approx_{A,B} \). Consequently, the corresponding tensor product is denoted by

(6.16) \[ E \bigotimes_{A,B} F = Z/ \approx_{A,B} \]

Regarding the relationship between the two tensor products (6.13) and (6.16), it is easy to see that, for \( s, t \in Z \), we have

(6.17) \[ s \approx_{\mathbb{C}} t \implies s \approx_{A,B} t \]

Indeed, given \( x \in E, y \in F, c \in \mathbb{C} \), then in view of (6.9), we have

\[ (cx, y) \approx_{\mathbb{C}} (x, cy) \]

However, (5.13) gives \( c = c\xi^0 \in \mathbb{C}[\xi] \), thus (6.15) results in

\[ (cx, y) \approx_{A,B} (x, cy) \]

And obviously, \( \pi(\xi)x, y) \approx_{A,B} (x, \pi(\xi)y) \), for some \( \pi(\xi) \in \mathbb{C}[\xi] \), need not, in view of (5.13), always imply any equivalence \( \approx_{\mathbb{C}} \).

Consequently, for each \( s \in Z \), the cosets, or the equivalence classes \( (s)_{\approx_{\mathbb{C}}} \in E \bigotimes_{\mathbb{C}} F \) and \( (s)_{\approx_{A,B}} \in E \bigotimes_{A,B} F \) are in the relation
(6.18) \( (s)_C \subseteq (s)_{A,B} \)

thus we have the following surjective linear mapping

\[
(6.19) \quad E \bigotimes_C F \ni (s)_C \mapsto (s)_{A,B} \in E \bigotimes_{A,B} F
\]

Remark 6.1.

1) In the right hand side of (6.19) we have a large family of tensor products corresponding to various \( A \in \mathcal{L}_C(E) \), and \( B \in \mathcal{L}_C(F) \). In this regard we can note that, even if \( E = F \), one can still choose \( A \neq B \).

2) In particular, we recall once more that, in Quantum Computation, practically relevant quantum registers are supposed to be modelled by the tensor product of \( n > 100 \) single qubit registers, each of them described by the complex Hilbert space \( H = \mathbb{C}^2 \), and thus resulting in the \( n \)-factor usual tensor product

\[
(6.20) \quad H \bigotimes_C \ldots \bigotimes_C H = \mathbb{C}^{(2^n)}
\]

Also, we can again recall that entanglement is considered to be one of the most important resources in making quantum computation so much more powerful than that with usual digital electronic computers.

And in order to try to grasp the magnitude of the problems related to entanglement, we can note that the version of (6.12) which corresponds to (6.20) is the injective mapping

\[
(6.21) \quad H \times \ldots \times H \ni (x_1, \ldots, x_n) \mapsto x_1 \bigotimes_C \ldots \bigotimes_C x_n \in H \bigotimes_C \ldots \bigotimes_C H
\]

where in the left hand side we have a \( 2n \)-dimensional complex Hilbert space, while the Hilbert space in right hand side has \( 2^n \) dimensions, and here the cases of interest are when we are dealing with \( n > 100 \).

Consequently, the amount of unentangled elements in the tensor product in (6.20), namely those given by \( x_1 \bigotimes_C \ldots \bigotimes_C x_n \) in (6.21), are immensely smaller than the rest of the elements in the tensor product (6.20), elements which by definition are entangled.

And then, the interest in surjective mappings (6.19) comes from the fact that, with the large variety of the other tensor products \( \bigotimes_{A,B} \) which they involve in addition to the usual one \( \bigotimes_C \), one may obtain further useful and not yet studied possibilities in order to better understand the phenomenon of entanglement.
3) Certainly, so far, Quantum Mechanics, as a theory of Physics, has only used the tensor product $\otimes_C$ when modelling the composition of quantum systems.

However, even if the tensor products $\otimes_{A,B}$ may never be found to directly model effective physical quantum processes, they may still turn out to have an advantage as a mathematical instrument in studying composite quantum systems. In this regard, and as mentioned at pct. 1) above, it may possibly be of interest to study the composite quantum system in (6.20) by its various surjective mappings into tensor products of type $\otimes_{A,B}$, with each of the $n$ factors $H$ having its own $A_i \in \mathcal{L}_C(H)$ used in the definition of the respective tensor products.

**Example 6.1.**

Let us consider the simple situation of a quantum register with two qubits. Their state space is given by the usual tensor product

$$H \otimes_C H = H \otimes H = C^2 \otimes C^2 = C^4$$

Let us take two linear operators

$$A, B \in \mathcal{L}_C(C^2)$$

and consider the corresponding tensor products, see (6.16)

$$C^2 \otimes_{A,B} C^2$$

with the associated surjective linear mappings, see (6.19)

$$C^2 \otimes_C C^2 \ni (s) \approx_c (s) \approx_{A,B} \in C^2 \otimes_{A,B} C^2$$

We shall consider particular instances of $A$ and $B$ in (6.23), and establish the corresponding specific forms of the tensor products $C^2 \otimes_{A,B} C^2$ in (6.24) and (6.25).

Let us take specifically

$$A = \begin{pmatrix} a & 0 \\ 0 & b \end{pmatrix}, \quad B = \begin{pmatrix} c & 0 \\ 0 & d \end{pmatrix}$$

where $a, b, c, d \in \mathbb{C}$ are certain given complex numbers.

We establish now the $\mathbb{C}[\xi]$-module structure on $C^2$ which corresponds to $A$, and simi-
larly, the $\mathbb{C}[\xi]$-module structure on $\mathbb{C}^2$ which corresponds to $B$.

In view of (5.14), we have with respect to the first mentioned module is

\begin{equation}
K[\xi] \times \mathbb{C}^2 \ni (\pi(\xi), x) \longmapsto (\pi(A))(x) \in \mathbb{C}^2
\end{equation}

where for $\pi(\xi) = \sum_{0 \leq i \leq n} \alpha_i \xi^i$ and $x = \begin{pmatrix} u \\ v \end{pmatrix}$, we have

\begin{equation}
(\pi(A))(x) = \begin{pmatrix} u \pi(a) \\ v \pi(b) \end{pmatrix} = \begin{pmatrix} u \sum_{0 \leq i \leq n} \alpha_i a_i \\ v \sum_{0 \leq i \leq n} \alpha_i b_i \end{pmatrix}
\end{equation}

Similarly, the second mentioned module is

\begin{equation}
K[\xi] \times \mathbb{C}^2 \ni (\pi(\xi), y) \longmapsto (\pi(B))(y) \in \mathbb{C}^2
\end{equation}

where for $\pi(\xi) = \sum_{0 \leq i \leq n} \alpha_i \xi^i$ and $y = \begin{pmatrix} w \\ z \end{pmatrix}$, we have

\begin{equation}
(\pi(B))(y) = \begin{pmatrix} w \pi(c) \\ z \pi(d) \end{pmatrix} = \begin{pmatrix} w \sum_{0 \leq i \leq n} \alpha_i c_i \\ z \sum_{0 \leq i \leq n} \alpha_i d_i \end{pmatrix}
\end{equation}

The effect of the above module actions (6.27), (6.29) on the tensor product $\mathbb{C}^2 \otimes_{A,B} \mathbb{C}^2$ appears only in the application of (6.15). Namely, we have for instance

\begin{equation}
\left( \begin{pmatrix} u \pi(a) \\ v \pi(b) \end{pmatrix}, \begin{pmatrix} w \\ z \end{pmatrix} \right) \approx_{A,B} \left( \begin{pmatrix} u \\ v \end{pmatrix}, \begin{pmatrix} w \pi(c) \\ z \pi(d) \end{pmatrix} \right)
\end{equation}

for $u, v, w, z \in \mathbb{C}$ and $\pi(\xi) \in \mathbb{C}[\xi]$, and thus

\begin{equation}
\begin{pmatrix} u \pi(a) \\ v \pi(b) \end{pmatrix} \otimes_{A,B} \begin{pmatrix} w \\ z \end{pmatrix} = \begin{pmatrix} u \\ v \end{pmatrix} \otimes_{A,B} \begin{pmatrix} w \pi(c) \\ z \pi(d) \end{pmatrix}
\end{equation}

Now, through the mapping (6.25), we shall obtain

\begin{equation}
\begin{pmatrix} u \pi(a) \\ v \pi(b) \end{pmatrix} \otimes_{C} \begin{pmatrix} w \\ z \end{pmatrix} \longmapsto \begin{pmatrix} u \pi(a) \\ v \pi(b) \end{pmatrix} \otimes_{A,B} \begin{pmatrix} w \\ z \end{pmatrix}
\end{equation}

\begin{equation}
\begin{pmatrix} u \\ v \end{pmatrix} \otimes_{C} \begin{pmatrix} w \pi(c) \\ z \pi(d) \end{pmatrix} \longmapsto \begin{pmatrix} u \\ v \end{pmatrix} \otimes_{A,B} \begin{pmatrix} w \pi(c) \\ z \pi(d) \end{pmatrix}
\end{equation}

consequently, in view of (6.32), we obtain the simplification in the usual tensor product given by
(6.35) \[
\left(\frac{u\pi(a)}{v\pi(b)}\right) \otimes_{C} \left(\frac{w}{z}\right) \mapsto s
\]

(6.36) \[
\left(\frac{u}{v}\right) \otimes_{C} \left(\frac{w\pi(c)}{z\pi(d)}\right) \mapsto s
\]

Such possible simplifications of the usual tensor product form a large family, since they depend on the operators \(A, B\) in (6.23) and on the polynomials \(\pi(\xi) \in \mathbb{C}[\xi]\).

And such simplifications can therefore contribute to a better understanding of entanglement, with a respective study to be published elsewhere.

Another subsequent study is to clarify the simplifications of type (5.11) in the structure of quantum registers (6.20) when they are considered with their module structure over the principal ideal domain \(\mathbb{C}[\xi]\).

7. Syntactic - Semantic Axiomatic Theories in Mathematics

Let us recall briefly what is in fact an axiomatic mathematical theory, or more generally, an axiomatic system.

One starts such a theory with a setup of a formal deductive system. Namely, let \(A\) be an alphabet which can be given by any nonvoid finite or infinite set. Then a procedure is given according to which one can in a finite number of steps effectively construct - by using the symbols in \(A\) - a set \(\mathcal{F}\) of well formed formulas, or in short, wff-s. Next, one chooses a nonvoid set \(\mathcal{R}\) of logical deduction rules which operate as follows

(7.1) \[
\mathcal{F} \supseteq P \xrightarrow{\mathcal{R}} Q \subseteq \mathcal{F}
\]

that is, from any set \(P\) of wff-s which are the premises, it leads to a corresponding set \(Q\) of wff-s which are all the consequences of \(P\). It will be convenient to assume that, for every set of well formed formulas \(P \subseteq \mathcal{F}\), we have

(7.2) \[
P \subseteq \mathcal{R}(P) = \mathcal{R}(\mathcal{R}(P))
\]

in other words, the premises \(P\) are supposed to be among the consequences \(\mathcal{R}(P)\), and in addition, these consequences \(\mathcal{R}(P)\) contain all the possible consequences of \(P\), in other words, the iteration of \(\mathcal{R}\) does not produce further consequences of \(P\).

Clearly, condition (7.2) does not lead to a loss of generality regarding \(\mathcal{R}\) in (7.1). Indeed, if the relation
\[ \forall P \subseteq F : P \subseteq R(P) \]

is not satisfied, then this relation will obviously be satisfied by the modification of \( R \) given by \( R'(P) = P \cup R(P) \). Also, if the relation

\[ \forall P \subseteq F : R(R(P)) = R(P) \]

is not satisfied, then this relation will obviously be satisfied by the modification of \( R \) given by

\[ R''(P) = R(P) \cup R(R(P)) \cup R(R(R(P))) \cup \ldots \]

And now come the axioms which can be any nonvoid subset \( \mathcal{A} \subseteq F \) of wff-s.

Once the above is established, the respective axiomatic theory follows easily as being the smallest subset \( \mathcal{T} \subseteq F \) with the properties

\begin{align*}
(7.3) & \quad \mathcal{A} \subseteq \mathcal{T} \\
(7.4) & \quad \mathcal{T} \supseteq P \overset{R}{\rightarrow} Q \subseteq \mathcal{T}
\end{align*}

in which case the wff-s in \( \mathcal{T} \) are called the theorems of the axiomatic system \( \mathcal{A} \). In view of (7.3), clearly, all axioms in \( \mathcal{A} \) are also theorems.

Now an essential fact is that the set \( \mathcal{T} \) of theorems depends not only on the axioms in \( \mathcal{A} \), but also on the logical deduction rules \( \mathcal{R} \), and prior to that, on the set \( \mathcal{F} \) of well formed formulas. Consequently, it is appropriate to write

\[ \mathcal{T}_{\mathcal{F}, \mathcal{R}}(\mathcal{A}) \text{ or more simply } \mathcal{T}_{\mathcal{R}}(\mathcal{A}) \]

for the set \( \mathcal{T} \) of theorems.

Here are some of the relevant questions which can arise regarding such axiomatic systems:

- are the axioms in \( \mathcal{A} \) independent?
- are the axioms in \( \mathcal{A} \) consistent?
- are the axioms in \( \mathcal{A} \) complete?
Independence means that for no axiom $\alpha \in A$, do we have $T_R(A) = T_R(B)$, where $B = A \setminus \{\alpha\}$. In other words, the axioms in $A$ are minimal in order to obtain the theorems in $T_R(A)$. This condition can be formulated equivalently, but more simply and sharply, by saying that for no axiom $\alpha \in A$, do we have $\alpha \in T_R(B)$, where $B = A \setminus \{\alpha\}$.

As for consistency, it means that there is no theorem $\tau \in T_R(A)$, such that for its negation $\text{non}\tau$, we have $\text{non}\tau \in T_R(A)$.

Completeness, in one possible formulation, means that, given any additional axiom $\beta \in F \setminus A$ which is independent from $A$, the axiom system $B = A \cup \{\beta\}$ is inconsistent.

It will be convenient in the sequel to consider the following. Given a theorem $\tau \in T_{F,R}(A)$, we denote by

$(7.6) \quad T_{F,R,A}(\tau)$

which is the set of all elements $\sigma \in T_{F,R}(A)$ with the property:

$\exists \ B \subseteq T_{F,R}(A) :$

$(7.7) \quad *) \ \sigma \in R(B \cup \{\tau\})$

$\ast \ast) \ \sigma \notin R(B)$

and we call the set $T_{F,R,A}(\tau)$ the implications in the axiomatic system $A$ of $\tau$.

Now, and unlike with the usual axiomatic method as presented above, an additional stage is introduced. The essence of this additional stage is that due to the novelty of the presence of semantical type postulates or other considerations - which we shall jointly denote by $S$ - the resulting axiomatic theory is no longer given by all the theorems in $T_{F,R}(A)$, see $(7.5)$. Instead, depending on $S$, we have specified a nonvoid subset of so called $S$-valid theorems, namely

$(7.8) \quad T_{F,R}(S,A) \subseteq T_{F,R}(A)$

which has the property that, for every $\tau \in T_{F,R}(A) \setminus T_{F,R}(S,A)$, we have, see $(7.6)$

$(7.9) \quad T_{F,R,A}(\tau) \cap T_{F,R}(S,A) = \phi$

We conclude with

**Definition 7.1.**
By an *axiomatic mathematical theory* one means a structure

\[(7.10)\quad (A, \mathcal{F}, \mathcal{R}, A, \mathcal{T}_\mathcal{F}, \mathcal{R}(A))\]
as specified in (7.1) - (7.5).

By a *semantic - syntactic axiomatic mathematical theory* one means a structure

\[(7.11)\quad (A, \mathcal{F}, \mathcal{R}, S, A, \mathcal{T}_\mathcal{F}, \mathcal{R}(S, A))\]
as specified in (7.8), (7.9).

Further related details can be found in [10].

**Appendix 1 : Structure of Modules on Principal Ideal Domains**

(Brief summary following [11])

Basic assumptions

1) \( R \) unital ring

2) \( M \) left \( R \)-module

(1) Definition, p. 272

If \( R \) ring, \( M \) left \( R \)-module, \( X \subseteq M \), define

\(<X> = \{ \sum_{i \in I} a_i x_i \mid a_i \in R, x_i \in X, I \text{ finite} \} \)

If \( M \) finitely generated, define

\[ rank_R(M) = \inf \{ \text{car} X \mid X \subseteq M, M =<X> \} \]

Define \( X \) linearly independent, iff for \( x_1, \ldots, x_n \in X \), pairwise different, \( a_1, \ldots, a_n \in R \), one has
\[ \sum_{i \in I} a_i x_i = 0 \implies a_1 = \ldots = a_n = 0 \]

Define \( X \) basis for \( M \), iff

\( M = \langle X \rangle \), \( X \) linearly independent

Define \( M \) free, iff \( M \) has a basis \( X \). Then call \( M \) free on \( X \).

(2) Proposition 1, p. 273

If \( M \) finitely generated free module over \( R \), then all the bases of \( M \) have the same cardinal.

(3) Theorem 3, p. 274

Every \( R \)-module \( M \) is the quotient of a free \( R \)-module.

(4) Definition, p. 276

If \( I \) is a left ideal in \( R \), define \( I \) principal, iff

\[ \exists a \in R : I = Ra \]

Define \( R \) principal ideal ring, iff all left and right ideals are principal.

Define \( R \) principal ideal domain, or PID, iff \( R \) principal ideal ring and integral domain.

(5) Definition, p. 276

If \( R \) integral domain, \( M \) \( R \)-module, \( u \in M \), define \( u \) torsion element, iff

\[ \exists a \in R, a \neq 0 : au = 0 \]

Define torsion submodule

\[ tM = \{ u \in M \mid u \text{ torsion element} \} \]

Define

\( M \) torsion module \( \iff M = tM \)
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(6) If $R$ integral domain, $u \in M$, then

a) $Ru$ free on $u \iff u \notin tM$

b) $tM$ $R$-module

c) $tM = tM$, $tM$ torsion module, $M/tM$ torsion free module

(7) Proposition 1, p. 283

If $R$ PID, $n \geq 1$, then every submodule $M \subseteq R^n$ is free, with $\text{rank}_R(M) \leq n$.

(8) Corollary 2, p. 284

If $R$ PID, $M$ finitely generated $R$-module, $N \subseteq M$ submodule, then

a) $N$ finitely generated

b) $\text{rank}_R(N) \leq \text{rank}_R(M)$

(9) **Theorem 2 : Decomposition**, p. 284

If $R$ PID, $M$ finitely generated $R$-module, then

$$M \cong R^s \oplus R/(Ra_1) \oplus \ldots \oplus R/(Ra_r)$$

where

$$a_1, \ldots, a_r \in R \setminus \{0, 1\}$$

$$a_i | a_{i+1}, \quad 1 \leq i \leq r - 1$$

and the above is unique, up to isomorphism.

Also

$$s = \text{rank}_R(M)$$
\[ a_1, \ldots, a_r \in R \setminus \{0, 1\} \] invariant factors of \( M \).

(10) **Corollary**, p. 285

If \( R \) PID, \( M \) finitely generated \( R \)-module, then

\[ M \text{ free} \iff M \text{ torsion free} \]

(11) **Definition**, p. 285

If \( R \) PID, \( p \in R \) prime, \( M \) \( R \)-module, define

\[ M \text{ } p \text{-primary module} \iff M = M_p = \{ x \in M \mid \exists n \geq 0 : p^n x = 0 \} \]

\[ M \text{ primary module} \iff \exists p \in R \text{ prime} : M \text{ } p \text{-primary module} \]

(12) **Theorem 3 Decomposition**, p. 285

If \( R \) PID, \( M \) torsion \( R \)-module, then

\[ M = \bigoplus_{i \in I} M_{p_i} \]

with \( p_i \in R \) pairwise different primes.

If \( M \) is finitely generated, then \( I \) finite.

The decomposition is unique.

(13) **Corollary**, p. 286

If \( R \) PID, \( M \) finitely generated \( R \)-module, then

\[ M = \bigoplus R/(R p_i^{\alpha_{i,j}}) \]

with \( p_i \in R \) pairwise different primes, and

\[ \alpha_{i,1} \leq \ldots \leq \alpha_{i,r_i} \]

**Appendix 2 : Tensor Products**
**The Usual Tensor Product.** Let $R$ be a unital ring and $E, F$ two left $R$-modules. Then the tensor product

\[(A2.1) \quad E \otimes_R F\]

is defined as follows. We denote with

\[(A2.2) \quad Z\]

the set of all finite sequences of pairs

\[(A2.3) \quad (x_1, y_1) \cdots (x_m, y_m)\]

where $m \geq 1$, while $x_1, \ldots, x_m \in E, y_1, \ldots, y_m \in F$. Further, we consider on $Z$ the usual concatenation operation of the respective finite sequences of pairs, and for algebraic convenience, we denote it by $\gamma$. It follows that, in fact, (A2.3) can be written as

\[(A2.4) \quad (x_1, y_1) \cdots (x_m, y_m) = (x_1, y_1) \gamma \cdots \gamma (x_m, y_m)\]

that is, a concatenation of single pairs $(x_i, y_i) \in E \times F$. Obviously, if at least one of the modules $E$ or $F$ is not trivial, thus it has more than one single element, then the above binary operation $\gamma : Z \times Z \longrightarrow Z$ is not commutative.

Also, we have the injective mapping

\[(A2.5) \quad E \times F \ni (x, y) \longmapsto (x, y) \in Z\]

which will play an important role.

Now, we define on $Z$ the *equivalence* relation $\approx_R$ as follows. Two finite sequences of pairs in $Z$ are equivalent, iff

\[(A2.6) \quad \text{they are the same}\]

or they can be obtained form one another by a finite number of applications of the following four operations

\[(A2.7) \quad \text{permuting the pairs in the sequences}\]

\[(A2.8) \quad \text{replacing a pair } (x + x', y) \text{ with the pair } (x, y) \gamma (x', y)\]
(A2.9) replacing a pair \((x, y + y')\) with the pair \((x, y)\gamma(x, y')\)

(A2.10) replacing a pair \((cx, y)\) with the pair \((x, cy)\), where \(c \in R\)

And now, the tensor product \(E \otimes_R F\) is obtained simply as the quotient space

\[
(A2.11) \quad E \otimes_R F = Z/ \cong_R
\]

According to usual convention, the coset, or the equivalence class in \(E \otimes_R F\) which corresponds to the element \((x_1, y_1)\gamma \ldots \gamma (x_m, y_m) \in Z\) is denoted by

\[
(A2.12) \quad (x_1 \otimes_R y_1) + \ldots + (x_m \otimes_R y_m) \in E \otimes_R F
\]

and thus in view of (A2.5), one has the following embedding

\[
(A2.13) \quad E \times F \ni (x, y) \mapsto E \otimes_R F
\]

We note that in view of (A2.10), the equivalence relation \(\cong_R\) on \(Z\) may indeed depend on \(R\). Consequently, the tensor product \(\otimes_R\) in (A2.11) may also depend on \(R\).

**Tensor Product over a Subring.** Let us now consider \(S \subseteq R\) a unital subring in \(R\). Then clearly \(E, F\) are also \(S\)-modules, and one can construct as above the corresponding tensor product

\[
(A2.14) \quad E \otimes_S F
\]

Therefore, the question is : what is the relationship between the tensor products (A2.11) and (A2.14) ?

The answer is easy to establish by noting that in the definition of the tensor product (A2.14) by the corresponding equivalence relationship \(\cong_S\), the above relations (A2.2) - (A2.9) remain the same, while (A2.10) is changed to

\[
(A2.15) \quad \text{replacing a pair } (cx, y) \text{ with the pair } (x, cy), \text{ where } c \in S
\]

Consequently, for \(s, t \in Z\), we have

\[
(A2.16) \quad s \cong_S t \implies s \cong_R t
\]

Indeed, if \((x, y) \in Z, c \in S\), then (A2.15) gives \((cx, y) \cong_S (x, cy)\). On the other hand, \(S \subseteq R\) and (A2.10) lead to \((cx, y) \cong_R (x, cy)\), since \(c \in R\). However, we need not always
have the converse, namely, when \( c \in R \setminus S \), and thus (A2.10) yields \((cx, y) \approx_R (x, cy)\), it need not mean that (A2.15) applies, hence giving \((cx, y) \approx_S (x, cy)\), since we have now \( c \notin S \).

And now in view of (A2.16), we obtain the natural surjective linear mapping

\[
E \otimes_S F \ni (s) \approx_S \mapsto (s) \approx_R \in E \otimes_R F
\]

**Two Branching Tensor Products.** Let \( f : R \rightarrow S, g : R \rightarrow T \) be two ring homomorphisms. Further, let \( E \) be an \( S \)-module, while \( F \) is a \( T \)-module.

In defining an equivalence relation on \( Z \) we keep again (A2.2) - (A2.9), while we replace (A2.10) with

\[
\text{(A2.18) replacing a pair } (f(c)x, y) \text{ with the pair } (x, g(c)y), \text{ where } c \in R
\]

Clearly, the resulting equivalence relation on \( Z \) may depend on \( f \) and \( g \), thus we denote it by \( \approx_{f,g} \).

And now, we can define the corresponding tensor product

\[
\text{(A2.19) } E \otimes_{f,g} F = Z/ \approx_{f,g}
\]

**Example**

Let \( R = S = T = E = F = \mathbb{R} \), while \( f = id_{\mathbb{R}} \), and \( g(c) = ac \), for \( c \in \mathbb{R} \), where \( a \in \mathbb{R} \) is given.

If now \( x, y \in \mathbb{R} \), and \( c \in \mathbb{R} \), then (A2.18) implies that

\[
\text{(A2.20) } (cx, y) \approx_{f,g} (x, acy)
\]
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